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JASON CAMP
T E C H N O L O G Y  P R O F E S S I O N A L

(929) 487-4551 me@jason.camp New York, USA

P R O F I L E
I am a motivated, curious, and knowledgeable technology professional who loves to design and build highly scalable, easy to manage
infrastructure environments. I have successfully facilitated four acquisitions by Yahoo!, Google, and Gemini. I won Techcrunch Disrupt
2015 with my previous venture, Agrilyst/Artemis (now iUNU). References are available upon request.

W O R K  E X P E R I E N C E

KINGFIELD / Jan 2022 - Jun 2022

Senior Devops Engineer

Managed large AWS environment using AWS services such as RDS, Kinesis, Eventbridge, SSM, CodeBuild, CodePipeline, Lambda,
and Fargate. Managed multiple VPCs and accounts including extensive IAM policies and roles. Managed documentation as well as
runbooks, monitoring and metrics with Datadog. Simplified regression testing. Defined standards for development and production
support. Python and Go development with lambdas and devops related scripts. Production support 24/7 oncall.

DIVVYDOSE / Jul 2021 - Jan 2022

Senior Platform Engineer

divvyDOSE is a full-service pharmacy. Managed AWS infrastructure and AWS services including RDS, Kinesis, Eventbridge, Secrets
Manager, SSM, S3, Lambda, EC2 and Fargate. Managed large terraform repository with many modules. Wrote documentation,
managed runbooks and created monitoring and metrics in Datadog. Developed in Python, Ruby, and Go for devops and
metrics/monitoring infrastructure.

ROCKSET / Nov 2020 - Jul 2021

Site Reliability Engineer

The only real-time analytics solution that enables low latency search, aggregations and joins on massive semi-structured data, without
operational burden. Small company of about 40 employees, helping to shape and build the engineering environment and develop
tooling. Working with internal Kubernetes as well as Amazon EKS. Experience using Kafka, Zookeeper, etcd, Terraform, Helm. Grafana
and Prometheus for monitoring and alerting. Oncall responsibilities.

GEMINI / Jul 2020 - Nov 2020

Software Engineer - Credit Card

Worked to facilitate the acquisition of Blockrize into Gemini's existing infrastructure. Developed infrastructure plan for new system,
worked with developers to lay out initial design for processing and storing data.

BLOCKRIZE (Acquired by Gemini) / Sep 2018 - Jul 2020

Co-founder and Chief Technical Officer

Building the first crypto rewards credit card! Built our our initial infrastructure and first working prototype, as well as several demo
applications. Architected scalable, secure solutions needed to store data. Built tooling to facilitate crypto pricing models and integrations
with crypto providers.

MEDIAMATH / May 2017 - Jul 2020

Staff Site Reliability Engineer

SRE team lead. Work with on prem and AWS infrastructure. Managing clusters running Cassandra, ScyllaDB, Redis, PostgreSQL.
Supporting Prometheus for monitoring and metrics. Docker and Kubernetes implementations. Focused on performance tuning,
scalability, redundancy, and high availability.

AGRILYST (Now Artemis) (Acquired by IUNU) / Apr 2015 - Apr 2017

Co-founder and Chief Technical Officer
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Managed our technical team. Day to day CTO responsibilities, including budgeting, time allocation, managing reports. Built our
infrastructure and dev environment on AWS using CentOS, Chef, and Ruby on Rails. Supported our on call rotation, metrics and
monitoring using Librato. Built our first prototype used to win Techcrunch Disrupt 2015.

GOOGLE / Jan 2012 - Mar 2016

Site Reliability Engineer

Facilitated Admeld's integration into Google's Doubleclick adserver. Migrated logs and data from AWS into Google's cloud for archival.
Moved to the Production Monitoring team to support legacy monitoring products as well as Monarch, Google's next generation
monitoring solution.

ADMELD (Acquired by Google) / Jan 2011 - Jan 2012

Site Reliability Engineer

Managed migration from old infrastructure to new Chef/CentOS infrastructure in existing datacenters. Built out new datacenters,
automated server and OS installation processes. On call rotation, worked closely with developers to support applications in Java, C,
and Ruby.

APPNEXUS (Now Xandr) (Acquired by AT&T) / Jan 2009 - Apr 2010

Manager of Cloud Operations

Managed teams in New York, Los Angeles, Moscow, and Belarus. Maintained a 1000+ server infrastructure and related services.
Automated configuration of virtual servers for clients and infrastructure, BigIP and network configuration. Monitoring and metrics with
Nagios, Cacti. On call rotation.

YAHOO! / Jan 2008 - Jan 2009

Manager of Ad Exchange Operations

Managed teams in New York, San Jose and Bangalore. Grew infrastructure from 5,000 servers to over 12,000 servers. Supported
adserver applications written in C, Java, and Perl. On call rotation. Metrics and monitoring with Icinga, Cacti, and Swatch. Migrated
7,500 servers from CentOS to RHEL with zero downtime. Performed 4 new datacenter installations and 10 existing datacenter
expansions. Planed migrations from existing RM datacenters into Yahoo's datacenters.

RIGHT MEDIA (Acquired by Yahoo!) / May, 2006 - Jan, 2008

Manager of Unix Systems

Managed a team of system administrators and project managers. Grew from 100 servers to over 5,000 servers. Migrated from Gentoo
to CentOS, setting up full PXE server installation and configurations automation using CFEngine. Supported all aspects of datacenter
planning, implementation, coordination, and installation.
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